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CHAPTER 5

WRITING FUNCTIONS

Most tasks are performed by calling a function in R. In fact, everything we have done so far is calling an existing function, which then performed a certain task resulting in some kind of output. A function can be regarded as a collection of statements and is an object in R of class \texttt{function}. One of the strengths of R is the ability to extend R by writing new functions.

5.1 WRITING YOUR FIRST FUNCTION

The general form of a function is given by:

\begin{verbatim}
functionname <- function(arg1, arg2,...) {
  \langle\langle\langle expressions\rangle\rangle\rangle
}
\end{verbatim}

In the above display \texttt{arg1} and \texttt{arg2} in the function header are input arguments of the function. Note that a function does not need to have any input arguments. The body of the function consists of valid R statements. For example, the commands, functions and expressions you type in the R console window. Normally, the last statement of the function body will be the return value of the function. This can be a vector, a matrix or any other data structure. Thus, it is not necessary to explicitly use \texttt{return}().

The following short function \texttt{tmean} calculates the mean of a vector \texttt{x} by removing the \(k\) percent smallest and the \(k\) percent largest elements of the vector. We call this mean a trimmed mean, therefore we named the function \texttt{tmean}

\begin{verbatim}
> tmean <- function(x, k) {
  xt <- quantile(x, c(k, 1 - k))
  mean(x[x > xt[1] & x < xt[2]])
}
\end{verbatim}
Once the function has been created, it can be run.

```r
> test <- rnorm(100)
> tmean(test, 0.05)

[1] -0.012331
```

The function `tmean` calls two standard functions, `quantile` and `mean`. Once `tmean` is created it can be called from any other function.

If you write a short function, a one-liner or two-liner, you can type the function directly in the console window. If you write longer functions, it is more convenient to use a script file. Type the function definition in a script file and run the script file. Note that when you run a script file with a function definition, you will only define the function (you will create a new object). To actually run it, you will need to call the function with the necessary arguments.

**Saving your function in a script file**

You can use your favourite text editor to create or edit functions. Use the function `source` to evaluate expressions from a file. Suppose `tmean.R` is a text file, saved on your hard disk, containing the function definition of `tmean()`. In this example we use the function `dump()` to export the `tmean()` to a text file.

```r
> tmean <- function(x, k) {
    xt <- quantile(x, c(k, 1 - k))
    mean(x[x > xt[1] & x < xt[2]])
}
> dump("tmean", "tmean.R")
```

You can load the function `tmean` in a new R session by using the `source()` function. It is important to specify the relative path to your file if R has not been started in the same directory where the source file is. You can use the function `setwd()` to change the working directory of your R session or use the GUI menu “Change working directory” if available.

```r
> source("tmean.R")
```

Now we can run the function:

```r
> tmean(test, 0.05)

[1] -0.012331
```

**Using comments**

If you want to put a comment inside a function, use the `#` symbol. Anything between the `#` symbol and the end of the line will be ignored.
Viewing function code

Writing large functions in R can be difficult for novice users. You may wonder where and how to begin, how to check input parameters or how to use loop structures. Fortunately, the code of many functions can be viewed directly. For example, just type the name of a function without brackets in the console window and you will get the code. Don’t be intimidated by the (lengthy) code. Learn from it, by trying to read line by line and looking at the help of the functions that you don’t know yet. Some functions call ‘internal’ functions or pre-compiled code, which can be recognized by calls such as: \texttt{.C}, \texttt{.Internal} or \texttt{.Call}.

5.2 Arguments and Variables

In this section we explain the difference between required and optional arguments, explain the meaning of the \ldots{} argument, introduce local variables, and show the different options for returning an object from a function.

Required and optional arguments

When calling functions in R, the syntax of the function definition determines whether argument values are required or optional. With optional arguments, the specification of the arguments in the function header is:

\begin{verbatim}
argname = defaultvalue
\end{verbatim}

In the following function, for example, the argument \texttt{x} is required and R will give an error if you don’t provide it. The argument \texttt{k} is optional, having the default value 2:

\begin{verbatim}
> power <- function(x, k = 2) {
    x^k
}
\end{verbatim}

Run it

\begin{verbatim}
> power(5)
[1] 25
\end{verbatim}

Bear in mind that \texttt{x} is a required argument. You have to specify it, otherwise you will get an error.

\begin{verbatim}
> power()
Error in power() : argument "x" is missing, with no default
\end{verbatim}
To compute the third power of x, we can specify a different value for k and set it to 3:

```r
> power(5, k = 3)
[1] 125
```

**The ‘...’ argument**

The three dots argument can be used to pass arguments from one function to another. For example, graphical parameters that are passed to plotting functions or numerical parameters that are passed to numerical routines. Suppose you write a small function to plot the sin() function from zero to xup.

```r
> sinPlot <- function(xup = 2 * pi, ...) {
    x <- seq(0, xup, l = 100)
    plot(x, sin(x), type = "l", ...)
}
> sinPlot(col = "red")
```

The function sinPlot now accepts any argument that can be passed to the plot() function (such as col(), xlab(), etc.) without needing to specify those arguments in the header of sinPlot.

**Local variables**

Assignments of variables inside a function are local, unless you explicitly use a global assignment (the "<-" construction or the assign function). This means a normal assignment within a function will not overwrite objects outside the function. An object created within a function will be lost when the function has finished. Only if the last line of the function definition is an assignment, then the result of that assignment will be returned by the function. Note that it is not recommended to use global variables in any R code.

In the next example an object x will be defined with value zero. Inside the function functionx, x is defined with value 3. Executing the function functionx will not affect the value of the global variable 'x'.

```r
> x <- 0
> reassign <- function() {
    x <- 3
}
> reassign()
> x
[1] 0
```
If you want to change the global variable \( x \) with the return value of the function `reassign`, you must assign the function result to \( x \). This overwrites the object \( x \) with the result of the `reassign` function.

```r
> x <- reassign()
> x
[1] 3
```

The arguments of a function can be objects of any type, even functions! Consider the next example:

```r
> execFun <- function(x, fun) {
  fun(x)
}
```

Try it

```r
> Sin <- execFun(pi/3, sin)
> Cos <- execFun(pi/3, cos)
> c(Sin, Cos, Sum = Sin + Cos)
   Sum
0.86603 0.50000 1.00000
```

The second argument of the function `execFun` needs to be a function which will be called inside the function.

**Returning an object**

Often the purpose of a function is to do some calculations on input arguments and return the result. As we have already seen in all previous examples, by default the last expression of the function will be returned.

```r
> sumSinCos <- function(x, y) {
  Sin <- sin(x)
  Cos <- cos(y)
  Sin + Cos
}
```

```r
> sumSinCos(0.2, 1/5)
[1] 1.1787
```

In the above example `Sin + Cos` is returned, whereas the individual objects `Sin` and `Cos` will be lost. You can only return one object. If you want to return more than one object, you can return them in a list where the components of the list are the objects to be returned. For example

```r
> sumSinCos <- function(x, y) {
  Sin <- sin(x)
  Cos <- cos(y)
  list(Sin, Cos, Sum = Sin + Cos)
}
```

```r
> sumSinCos(0.2, 1/5)
[1] 1.1787
```
To exit a function before it reaches the last line, use the `return` function. Any code after the return statement inside a function will be ignored. For example:

```r
> SinCos <- function(x, y) {
  Sin <- sin(x)
  Cos <- cos(y)
  if (Cos > 0) {
    return(Sin + Cos)
  } else {
    return(Sin - Cos)
  }
}

> SinCos(0.2, 1/5)
[1] 1.1787
> sin(0.2) + cos(1/5)
[1] 1.1787
> sin(0.2) - cos(1/5)
[1] -0.7814
```

5.3 Scoping rules

The scoping rules of a programming language are the rules that determine how the programming language finds a value for a variable. This is especially important for free variables inside a function and for functions defined inside a function. Let’s look at the following example function.

```r
> myScope <- function(x) {
  y <- 6
  z <- x + y + a1
  a2 <- 9
  insidef = function(p) {
    tmp <- p + a2
    sin(tmp)
  }
  2 * insidef(z)
}
```
In the above function

- \( x, p \) are formal arguments.
- \( y, \ tmp \) are local variables.
- \( a2 \) is a local variable in the function `myScope`.
- \( a2 \) is a free variable in the function `insidef`.

R uses a so-called *lexical scoping* rule to find the value of free variables. With lexical scoping, free variables are first resolved in the environment in which the function was created. The following calls to the function `myScope` shows this rule.

In the first example R tries to find \( a1 \) in the environment where `myScope` was created but there is no object \( a1 \)

```r
> myScope(8)
Error in myf(8) : object "a1" not found
```

Now let us define the objects \( a1 \) and \( a2 \) but what value was assigned to \( a2 \) in the function `insidef`?

```r
> a1 <- 10
> a2 <- 1000
> myScope(8)
[1] 1.3921
```

It took \( a2 \) in `myScope`, so \( a2 \) has the value 9.

### 5.4 Lazy evaluation

When writing functions in R, a function argument can be defined as an expression like

```r
> myf <- function(x, nc = length(x)) {
    x <- c(x, x)
    print(nc)
}
```

When arguments are defined in such a way you must be aware of the *lazy evaluation* mechanism in R. This means that arguments of a function are not evaluated until needed. Consider the following examples.

```r
> myf <- function(x, nc = length(x)) {
    x <- c(x, x)
    print(nc)
}

> xin <- 1:10
> myf(xin)
```
The argument nc is evaluated after x has doubled in length, it is not ten, the initial length of x when it entered the function.

```r
> logplot <- function(y, ylab = deparse(substitute(y))) {
  y <- log(y)
  plot(y, ylab = ylab)
}
```

The plot will create a nasty label on the y axis. This is the result of lazy evaluation, ylab is evaluated after y has changed. One solution is to force an evaluation of ylab first.

```r
> logplot <- function(y, ylab = deparse(substitute(y))) {
  ylab
  y <- log(y)
  plot(y, ylab = ylab)
}
```

5.5 FLOW CONTROL

The following shows a list of constructions to perform testing and looping. These constructions can also be used outside a function to control the flow of execution.

Tests with if()

The general form of the if construction has the form

```
if(test) {
  <<statements1>>
} else {
  <<statements2>>
}
```

where test is a logical expression such as x < 0 or x < 0 & x > -8. R evaluates the logical expression; if it results in TRUE, it executes the true statements. If the logical expression results in FALSE, then it executes the false statements. Note that it is not necessary to have the else block. Adding two vectors in R of different length will cause R to recycle the shorter vector. The following function adds the two vectors by chopping of the longer vector so that it has the same length as the shorter.

```r
> myplus <- function(x, y) {
  n1 <- length(x)
  n2 <- length(y)
  if (n1 > n2) {
```
```
z <- x[1:n2] + y
} else {
  z <- x + y[1:n1]
}
z

> myplus(1:10, 1:3)
[1] 2 4 6
```

**Tests with `switch()`**

The `switch()` function has the following general form.

```
switch(object,
  "value1" = {expr1},
  "value2" = {expr2},
  "value3" = {expr3},
  {other expressions}
)
```

If `object` has value `value1` then `expr1` is executed, if it has `value2` then `expr2` is executed and so on. If `object` has no match then `other expressions` is executed. Note that the block `{other expressions}` does not have to be present, the `switch` will return `NULL` if `object` does not match any value. An expression `expr1` in the above construction can consist of multiple statements. Each statement should be separated with a `;` or on a separate line and surrounded by curly brackets.

**Example:**

Choosing between two calculation methods:

```
> mycalc <- function(x, method = "ml") {
  switch(method, ml = {
    my.mlmethod(x)
  }, rml = {
    my.rmlmethod(x)
  })
}
```

**Looping with for**

The `for`, `while` and `repeat` constructions are designed to perform loops in R. They have the following forms.

```
for (i in for_object) {
```
In the loop some expressions are evaluated for each element in for object.

Example: A recursive filter.

```r
def arsim(x, phi) {
  for (i in 2:length(x)) {
    x[i] <- x[i] + phi * x[i - 1]
  }
  x
}

> arsim(1:10, 0.75)
```

Note that the for object could be a vector, a matrix, a data frame or a list.

**Looping with while()**

```r
while (condition) {
  <<some expressions>>
}
```

In the while loop some expressions are repeatedly executed until the logical condition is FALSE. Make sure that the condition is FALSE at some stage, otherwise the loop will go on indefinitely.

Example:

```r
mycalc <- function() {
  tmp <- 0
  n <- 0
  while (tmp < 100) {
    tmp <- tmp + rbinom(1, 10, 0.5)
    n <- n + 1
  }
  cat("It took ")
  cat(n)
  cat(" iterations to finish 
")
}
```

**Looping with repeat()**

```r
repeat
```
In the repeat loop «commands» are repeated *infinitely*, so repeat loops will have to contain a break statement to escape them.


33.1 Assignment

The minimum regret portfolio maximizes the minimum return for a set of return scenarios. This can be accomplished by solving the following linear program.

\[
\max_{R_{min}, w} R_{min} \\
s.t. \\
\begin{align*}
    w^\top \mu &= \bar{\mu} \\
    w^\top 1 &= 1 \\
    w_i &\geq 0 \\
    w^\top r_s - R_{min} &\geq 0
\end{align*}
\]  

(33.1)

Let us write a function which solves this optimization problem.
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33.2 R Implementation

To solve a linear optimization program with linear constraints we use R’s contributed Rglpk, which has implemented GNU’s linear programming solver tool kit. Load the library and the arguments of the solver.
> library(Rglpk)
> args(Rglpk_solve_LP)

function (obj, mat, dir, rhs, bounds = NULL, types = NULL, max = FALSE,
        control = list(), ...)

NULL

The arguments have the following meaning:

- **obj**: a vector with the objective coefficients
- **mat**: a vector or a matrix of the constraint coefficients
- **dir**: a character vector with the directions of the constraints. Each element must be one of ",", ",="", ",>"", ",>="", or ",==".
- **rhs**: the right hand side of the constraints
- **types**: a vector indicating the types of the objective variables. Types can be either "B" for binary, "C" for continuous or "I" for integer. By default all variables are of type "C".
- **max**: a logical giving the direction of the optimization. TRUE means that the objective is to maximize the objective function, FALSE (default) means to minimize it.
- **bounds**: NULL (default) or a list with elements upper and lower containing the indices and corresponding bounds of the objective variables. The default for each variable is a bound between 0 and Inf.
- **verbose**: a logical for turning on/off additional solver output. Default: FALSE.

The function returns a list with the following components:

- **solution**: the vector of optimal coefficients
- **objval**: the value of the objective function at the optimum
- **status**: an integer with status information about the solution returned:
  - 0 if the optimal solution was found, a non-zero value otherwise.

Alternatively we can use the solver function Rsymphony_solve_LP() from the contributed package Rsymphony.

Now we are ready to write a function to optimize the minimum regret portfolio for a set of asset returns and a given target return. The function body consists of several parts: 1 defining the vector for the objective function, 2 setting up the matrix of linear constraints excluding the simple bounds, 3 creating the vectors of directions and the value of the right hand side, and 4 setting the values for the lower and upper bounds. And the final step is the optimization itself.

> portfolioWeights <- function(assetReturns, targetReturn) {
  assetNames = colnames(assetReturns)
  assetReturns = as.matrix(assetReturns)
  nAssets = ncol(assetReturns)
  nScenarios = nrow(assetReturns)
  mu = colMeans(assetReturns)
  obj <- c(R.min = 1, Weights = rep(0, nAssets))
  mat = rbind(cbind(matrix(0, ncol = 1), t(mu)), cbind(matrix(0, ncol = 1), t(rep(1, nAssets))))
  bounds = list(upper = rep(Inf, nAssets), lower = rep(0, nAssets))
  control = list(silent = TRUE)
  solution <- Rsymphony_solve_LP(obj, mat, dir, rhs, bounds = bounds, types = rep("C", nAssets),
                                  control = control)
  solution$objectiveVal
}
### 33.3 Examples

As an example we consider again as in the previous case study the Swiss pension fund benchmark. The data can be loaded from the Rmetrics package fBasics. We use daily percentage returns

```r
> library(fBasics)
> assetReturns <- 100 * LPP2005REC[, 1:6]
> head(assetReturns)
GMT     SBI     SPI     SII     LMI     MPI     ALT
2005-11-01 -0.061275 0.841460 -0.31909 -0.110888 0.154806 -0.257297
2005-11-02 -0.276201 0.251934 -0.41176 -0.117594 0.034288 -0.114160
2005-11-03 -0.115309 1.270729 -0.52094 -0.099246 1.050296 0.500744
2005-11-04 -0.323575 -0.070276 -0.11272 -0.119853 1.167956 0.948268
2005-11-07 0.131097 0.620523 -0.17958 0.036037 0.270962 0.472395
2005-11-08 0.053931 0.032926 0.21034 0.232704 0.034684 0.085362
```

In this example we choose the grand mean of all assets as the values for the target return.

```r
> targetReturn = mean(assetReturns)
> targetReturn
[1] 0.043077
```

The next step will be the optimization of the portfolio

```r
> weights = portfolioWeights(assetReturns, targetReturn)
> weights
 SBI   SPI   SII   LMI   MPI   ALT
0.00000 0.033482 0.118310 0.440168 0.000000 0.408041
```
Now compare the weights with those from the mean-variance Markowitz portfolio.